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The followinyg problems may be answered in Chinese or English. You need to give all details in order

to receive crodit (paint).

1. (20 points) Design a parailel adder to add eight 3-bit numbers using the Wallace trees technique.

2.. (20 points) When a branch or interrupt occurs, the pipeline will lose many cycles to handle the
out-of-order operations. Desoribe two techniques to overcome this difficulty

3. (10 points) Figure P3 shows a small write update on RAID 3 versus RAID 4/RAID 5. This figure
assumes we have four blocks of data and one block of panty. Describe the small write operations
on RAID 3 and RAID 4/RAID 5. How many disk doves are involved in cach case?
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Figure P3. Small write update on RAID 3 (1op) versus RAID 4/Raid 5 (bottom).
4. (20 points) Suppose we have made the following measuremenis:

Frequency of FP operations (other than FPSQR) = 25%
Frequency of FPSQR = 2%

Average CPI of FP operalions = 4.0

Average CPIof other instructions = 1.33

CPl of FPSQR.= 20

Assume that the two desigy alternatives (with the same clock cycle) are o decrease the CPI of
FPSQR to 2 or to decrease the average CPl of all FP operations to 2.5, Using the CPU

performance equation, compare these two design altematives by comparing the speedups.
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5. (30 poiuts) The following loop computes Y[i] = axX[i[+Y[i], the key step in & Gaussian
elimination. Assume the pipeline latencies from Figure P5.1 and a |-cycle delayed branch.

locp: LD FO, O(R1) doad X[i)
MUL.D FD,FO,F2  multiply axX[i]
L.D 4. O(R2) iload Y1)
ADD.D FOQ, FO, F4 :add axx[i]+Y 1]
3D 0(R2), FO sstore Y]
DSUBUI R1, R1,#8  ;decrement X index
DSUBUI R2, R2, #8  decrementY index
BNEZ R1, loop leop if not done

4. Assume a single-issue pipeline. Unroll the Toop as many times as necessary to schedule it
without any delays. Collapsing the loop overhead instructions. Show the schedule. What is

the execution time per elemem?

b. Assume a dual-issue processor as m Figure P5.2. Unroll the loop as many tmes as

necessary 0 schedule it without any delays. Collapsing the loop overhead instructions.
Show the schedule. What is the execution time per element? How many instruction issue

zlots are unused?

l Instraetion producing result Instruction using result Latency in clock cycle
| FPALU op Another FP ALU op 3
FPALU op Store double 2
Load doubie FPALU op |
Lead double Store double 0
1 Figure P5.1 Latency of FP operalions used in this problem. ’
Integer instruction FP instruction Clock cycle
Loop: LD FO,0(R1) 1
L.D Fo,—8(R1) 2
LD Flo-1a(Rk1) ADD.D  F4,F0F2 3
L.D Fid4-24(R1) ADDD F8F6F2 4
LD F18~-32(R1) ADDD  F12FI10E2 5
S.D O(R1),F4 ADDD FI6FI4F2 6 |
B S.D —8(R1).F8 ADDD  F20,F18F2 7
5.0 -It:r_Rn,Ftl_ 8
1L DADDUT RI,RLA0 9
~_SD 16(R1).F16 10
T BNE  RI.R2.Loop [
5D B(R1).F20 12

Figure P5.2 The unrolled and seheduled code as it would look on a superscalar MIPS




